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## Introducción. La brecha en salud mental y las oportunidades que ofrece la tecno- logía

|  |  |
| --- | --- |
|  | La salud mental de los adolescentes es un tema de creciente preocupación a nivel |
| global. Se estima que 1 de cada 8 personas enfrentará una problemática de salud mental en |
| algún momento de su vida,1 aproximadamente el 34.6% de estos problemas se inicia antes |
| de los 14 años, el 48.4% antes de los 18 años y el 62.5% antes de los 25 años.2 Hasta el año |
| 2019 se estimaba que el 14% de los adolescentes del mundo vivían con un trastorno mental,1,3 |
| número que se considera ha aumentado significativamente tras la pandemia por COVID-19. |
| Sumado a ello, en el mundo, los adolescentes que experimentan problemas de salud mental |
| tienen niveles bajos de acceso a servicios de salud mental. Se estima que el 70-80% de los |
| adolescentes no buscan atención profesional de salud mental, incluso en países de altos in- |
| gresos, y, en caso de buscarla, no todos reciben la asistencia adecuada y apropiada para su |

patología.4-6

|  |  |
| --- | --- |
|  | Los problemas de salud mental en adolescentes no sólo generan un alto costo indivi- |
| dual, familiar, social y económico, sino que también suponen un reto para los sistemas de |
| atención sanitaria. La escasez de profesionales en salud mental crea importantes barreras de |
| acceso, especialmente en regiones rurales o en países con recursos limitados. Esta falta de |
| especialistas se traduce en demoras en el diagnóstico y tratamiento, donde las largas listas de |
| espera retrasan el inicio de una atención adecuada y pueden agravar el estado de salud de los |
| adolescentes. Por otro lado, la sobrecarga administrativa que enfrentan los profesionales de |

la salud mental, quienes, además de su práctica asistencial deben cumplir con tareas tales como la elaboración de historias e informes clínicos o gestión de turnos, que reducen el tiempo

dedicado a la atención directa de los pacientes. Asimismo, cabe resaltar que aún persiste la estigmatización de los trastornos mentales, impidiendo que muchos adolescentes o sus fami-

lias busquen ayuda de forma temprana. A su vez, los elevados costos de la atención en salud

mental se convierten en una barrera económica significativa, limitando el acceso a la atención

de muchos pacientes que la necesitan.7

|  |  |
| --- | --- |
|  | En este contexto, la tecnología ofrece herramientas para abordar estos desafíos. El uso |
| creciente de la telemedicina, aplicaciones móviles, chatbots y modelos predictivos durante la |
| pandemia de COVID-19 ha demostrado cómo las soluciones digitales pueden mejorar tanto el |
| acceso como la efectividad de la atención en salud mental.8 Aprovechar estas innovaciones |
| puede facilitar un enfoque más efectivo tanto asistencial como preventivo para los adolescen- |
| tes, aliviando a su vez la carga sobre los sistemas de salud. Sin embargo, el uso de la tecno- |
| logía aplicada a la salud mental trae aparejado nuevos desafíos clínicos, éticos y regulatorios, |
| así como la necesidad de garantizar la calidad y seguridad de estas herramientas, la protección |
| de la privacidad y los datos sensibles de los pacientes, la posible deshumanización del cuidado |
| y la equidad en el acceso a la tecnología. Estos aspectos deben ser cuidadosamente analizados |
| para maximizar los beneficios de la salud digital sin comprometer la atención integral y huma- |
| nizada que los adolescentes requieren. |  |

## Transformación digital en salud mental: un mapa de soluciones.

|  |  |
| --- | --- |
|  | La intersección entre salud mental y tecnología presenta un potencial significativo para |
| transformar la forma en que abordamos los problemas de salud mental.9 Estas herramientas |
| se pueden utilizar en las distintas áreas clave de la salud mental tales como la promoción, el |
| diagnóstico, el tratamiento y la rehabilitación. Si bien existen diversos marcos de referencia |
| para clasificar las intervenciones en salud mental digital,10-12 en esta sección se realizará un |
| mapa de herramientas organizado según su uso y base tecnológica. |  |

*Wellness Apps* (aplicaciones de bienestar)

Las aplicaciones de bienestar están diseñadas para promover hábitos saludables y el

bienestar general de los usuarios. Estas herramientas suelen incluir ejercicios de relajación,

meditaciones guiadas y prácticas de “mindfulness” que buscan reducir el estrés y mejorar el estado de ánimo.13 Muchas de estas apps deliberadamente no incluyen el concepto de ‘salud

mental’ debido a que sus desarrolladores evitan posicionarlas explícitamente de ese modo al no poder respaldar su eficacia con evidencia científica. Esto les permite eludir regulaciones

|  |
| --- |
| más estrictas y posibles responsabilidades clínicas, siendo presentadas en cambio como recur- |
| sos de bienestar general autoadministrado. A modo de ejemplo clínico, podemos considerar la |
| recomendación de un psicólogo del uso de una *wellness app* a un adolescente con trastorno |
| de ansiedad generalizada que experimenta episodios de ansiedad durante la noche. En este |
| contexto, el profesional sugiere que utilice la app, que incluye un ejercicio de respiración |
| guiada y una técnica de relajación tanto para disminuir el impacto de dichos episodios como |

a modo preventivo.

# Mood Trackers

|  |  |
| --- | --- |
|  | Los "seguidores del estado de ánimo" son aplicaciones que permiten a los usuarios |
| registrar sus emociones y pensamientos a lo largo del tiempo. Estas herramientas ayudan a |
| los usuarios a identificar patrones en sus estados de ánimo y a entender mejor cómo factores |
| externos o internos pueden influir en su bienestar emocional. Los profesionales de la salud |
| mental también pueden utilizar estos registros para obtener información valiosa para un diag- |
| nóstico más preciso y personalizado o el seguimiento longitudinal de los pacientes entre se- |
| siones. Por ejemplo, un profesional de la salud mental puede recomendar el uso de un *mood* |
| *tracker* a un adolescente diagnosticado con trastorno bipolar de manera diaria. Este segui- |
| miento continuo puede ayudar tanto al paciente como al profesional a identificar patrones de |
| fluctuación emocional y posibles desencadenantes, lo que permite ajustar el tratamiento de |
| manera más precisa y prevenir o actuar tempranamente en episodios maníacos o depresivos.14 |

|  |  |
| --- | --- |
| *Telepsicología* |  |
|  | Las guías para la práctica profesional de la telepsicología de la Asociación Americana |
| de Psicología definen a la telepsicología como la prestación de servicios psicológicos mediante |
| tecnologías de telecomunicación a través del teléfono, dispositivos móviles, videoconferencia, |
| correo electrónico, chat, etc.15 tanto de manera síncrona como asíncrona. Estas tecnologías |
| pueden complementar la terapia presencial o utilizarse como servicios independientes, como |

la terapia a distancia por videoconferencia. Si bien los adolescentes actuales son nativos digi- tales y encuentran familiar el uso de tecnología para el acceso a servicios, como podrían ser

la educación o la psicoterapia, es importante considerar en cada paciente si esta modalidad es la adecuada para el cuadro de salud mental a abordar, el acceso a la tecnología y a entornos

privados, así como comunicar los riesgos y beneficios que podría tener la atención virtual al

paciente y su familia en cada situación clínica.16

# Realidad virtual

|  |  |
| --- | --- |
|  | La Realidad Virtual (RV) se utiliza para tratar diversas problemáticas de salud mental, |
| tales como fobias, trastornos de ansiedad y estrés postraumático, mediante la exposición con- |
| trolada a situaciones desencadenantes en un entorno virtual seguro.17 Esto permite que los |
| pacientes enfrenten sus miedos de manera gradual y controlada, todo dentro de un entorno |
| terapéutico supervisado. La RV es especialmente útil para la terapia de exposición, facilitando |
| el tratamiento sin poner al paciente en una situación real de riesgo. Por ejemplo, el terapeuta |
| puede crear una simulación controlada en la que el adolescente puede enfrentarse a su objeto |
| fóbico de manera virtual, permitiendo un tratamiento de exposición gradual y controlado antes |

de una exposición real al objeto.

# Chatbots

|  |  |
| --- | --- |
|  | Los chatbots de salud mental son aplicaciones que interactúan con los usuarios con el |
| objetivo de brindar, por ejemplo, apoyo emocional, educación en salud mental o monitoreo de |
| síntomas.18 Actualmente, la mayoría de los chatbots de salud mental han sido diseñados para |
| la depresión o la ansiedad, aunque también se han desarrollado chatbots para apoyar a pa- |
| cientes con autismo, abuso de sustancias o trastorno de estrés postraumático. Como detalla- |
| remos en la próxima sección, el avance de la inteligencia artificial generativa está transfor- |
| mando el potencial de los chatbots en el ámbito de la salud mental, permitiendo una interac- |
| ción más dinámica y personalizada con los usuarios. Por ejemplo, un profesional puede sugerir |
| el uso de un chatbot de salud mental a un adolescente con ansiedad social como complemento |
| a su tratamiento terapéutico, al enfrentar eventos sociales. El chatbot no sólo guiaría al ado- |
| lescente en el momento de mayor ansiedad, sino que también monitorizará su progreso, re- |
| gistrando sus respuestas emocionales y proporcionando sugerencias personalizadas. Esta he- |

rramienta podría servir como un apoyo adicional entre las sesiones, permitiendo al joven ges- tionar sus síntomas de manera cada vez más autónoma.

# Terapias digitales

Las terapias digitales (DTx) son intervenciones basadas en software diseñadas para

|  |
| --- |
| tratar o gestionar condiciones médicas y de salud mental mediante dispositivos digitales. Estas |
| terapias están respaldadas por evidencia científica que demuestra su eficacia y seguridad, y |
| pueden complementar o incluso reemplazar la terapia tradicional en algunos casos.19 Existen |
| desarrollos de DTx para condiciones como la depresión, el trastorno de ansiedad generalizada |
| o la adherencia al tratamiento en patologías crónicas. En algunos países como Estados Unidos |
| y el Reino Unido, los profesionales de la salud pueden "recetar" intervenciones digitales como |
| parte del tratamiento, lo que facilita el acceso a la atención. Asimismo, estos costos pueden |
| ser cubiertos por el sistema sanitario o el financiador, lo que implica que las intervenciones |
| digitales deben cumplir no solo con la demostración de su eficacia, sino también con las es- |
| trictas normativas de cada país. Por ejemplo, en Estados Unidos, las Dtx se consideran dispo- |
| sitivos médicos y deben ser aprobadas por la Administración de alimentos y medicamentos |
| (FDA), lo que asegura su seguridad y efectividad antes de ser utilizadas. |  |

# Grupos de apoyo en línea

|  |  |
| --- | --- |
|  | Los grupos de apoyo en línea ofrecen un espacio virtual donde los pacientes pueden |
| compartir sus experiencias con otras personas que atraviesan situaciones similares. Estos foros |
| de apoyo mutuo proporcionan un entorno seguro y solidario, permitiendo que los usuarios se |
| sientan escuchados y comprendidos. Los grupos de ayuda en línea pueden ser una herra- |
| mienta vital para aquellos que no tienen acceso fácil a grupos presenciales o para quienes |
| prefieren la interacción anónima. Por ejemplo, un adolescente diagnosticado con trastorno de |
| ansiedad generalizada puede unirse a un grupo de apoyo en línea, donde se compartan expe- |
| riencias y estrategias con otros adolescentes que enfrentan problemáticas similares. Entre los |
| beneficios se incluyen el sentido de comunidad, la validación emocional y el aprendizaje de |
| técnicas de manejo de la ansiedad. Sin embargo, cabe destacar posibles riesgos como la falta |
| de supervisión profesional, lo que puede llevar a desinformación o estrategias inadecuadas. |  |

*Plataformas psicoeducativas*

Las plataformas psicoeducativas ofrecen recursos educativos que permiten a los usua- rios aprender sobre salud mental y mejorar su comprensión de patologías que podrían afectar

a ellos o a personas cercanas. Estas plataformas suelen incluir artículos, videos, ejercicios interactivos y guías sobre diversos temas relacionados con el bienestar emocional, el manejo

|  |
| --- |
| del estrés, la ansiedad, la depresión y otros trastornos. Su objetivo es proporcionar información |
| basada en evidencia para empoderar a los individuos a tomar decisiones informadas sobre su |
| salud mental y evitar la desinformación en línea. Para los profesionales, estas plataformas |
| permiten complementar las intervenciones terapéuticas al ofrecer recursos educativos accesi- |
| bles y actualizados sobre salud mental, reduciendo la necesidad de generar materiales desde |
| cero para sus pacientes y proporcionando acceso a información fuera del tiempo de consulta, |
| algo especialmente valioso para la población adolescente, acostumbrada a buscar y consumir |

contenidos en línea.

## Inteligencia Artificial y Salud Mental

|  |  |
| --- | --- |
|  | En la actualidad encontramos cada vez más aplicaciones de la inteligencia artificial (IA) |
| en distintos ámbitos de la salud mental, desde la optimización de tareas administrativas hasta |
| el apoyo en el diagnóstico, tratamiento y formación profesional. Sus aplicaciones incluyen mo- |
| delos *predictivos*, que analizan datos para, por ejemplo, identificar patrones y anticipar riesgos |
| clínicos, y modelos *generativos*, que crean contenido, utilizados por ejemplo en chatbots o |
| simulaciones para el aprendizaje. A continuación, se describen algunos usos categorizados en |
| tres áreas: gestión administrativa, aplicación clínica y capacitación de profesionales.20 |  |

|  |
| --- |
| A. Usos de la Inteligencia Artificial en tareas administrativas. La IA permite optimizar una |
|  | variedad de tareas administrativas en el ámbito de la salud mental, lo que permitiría |
| agilizar procesos y liberar tiempo para que los profesionales se centren en la atención |
| del paciente. Por ejemplo, plataformas que utilizan IA pueden automatizar tareas como |
| la creación de notas clínicas, resúmenes de historias clínicas y la gestión de citas. Este |
| tipo de herramientas, por ejemplo, | pueden generar informes, enviar material psicoedu- |
| cativo a pacientes, enviar recordatorios de turnos a pacientes o dar apoyo a procesos |

de facturación a pacientes.

1. Usos de la inteligencia artificial en la práctica clínica. En el ámbito clínico, se han logrado avances en el uso de la IA para el diagnóstico, la personalización de tratamientos y la intervención temprana.21 Sin embargo, su implementación plantea desafíos, como la

necesidad de validación clínica rigurosa, la interpretación adecuada de sus resultados y la integración efectiva con el juicio profesional en la toma de decisiones. Además,

como veremos posteriormente, la precisión y utilidad de estos modelos dependen en

gran medida de la calidad de los datos con los que han sido entrenados, lo que puede

dar lugar a sesgos que afecten la equidad y fiabilidad.

Algunos ejemplos:

|  |
| --- |
| 1. Diagnóstico y predicción: como se mencionó previamente, los sistemas de IA pueden |
|  | analizar grandes volúmenes de datos para detectar patrones y ayudar a los profesio- |
| nales a hacer diagnósticos más rápidos y precisos. Por ejemplo, un estudio demostró |
| que un *Large Language Model* (LLM, por las siglas en inglés de modelo extenso de |
| lenguaje) pudo diagnosticar | significativamente mejor a partir de viñetas clínicas com- |
|  | parado con el de dos grupos de profesionales clínicos: uno que resolvió los casos úni- |
| camente mediante su propio juicio, y otro que, además, tuvo acceso al LLM como he- |
| rramienta de apoyo.22 Estos hallazgos sugieren, por un lado, que los modelos de IA |
| avanzados podrían desempeñar un papel en la toma de decisiones clínicas o en la |
| realización de una primera aproximación diagnóstica previa a la consulta con un pro- |
| fesional, aunque su implementación requiere una evaluación cuidadosa para garantizar |
| su seguridad, precisión y adecuada integración en la práctica sanitaria.23 Asimismo, se |
| pone en relieve la importancia de la alfabetización digital de los profesionales, por |
| ejemplo, en la creación de *prompts* -instrucciones que el usuario hace a la inteligencia |
| artificial para interactuar con la misma- para lograr mejores resultados. |  |
| 2. Tratamientos: el uso de IA aplicada a tratamientos puede abarcar desde el uso de |
|  | chatbots (de manera autónoma o como soporte entre sesiones tradicionales de psico- |
| terapia) a la optimización de tratamientos. En cuanto a un uso psicoterapéutico, los |
| chatbots utilizan procesamiento de lenguaje natural (una rama de la IA que permite a |
| los sistemas analizar e interpretar texto o habla humana) para examinar las interaccio- |

nes con los pacientes y dialogar. Estos sistemas pueden detectar patrones, palabras o frases que podrían indicar signos de sintomatología asociada al estrés, ansiedad o de- presión. El avance de esta tecnología hace que por momentos sea difícil reconocer por parte del usuario si se trata o no de un chatbot. Por ejemplo, un estudio reciente

mostró que un grupo de terapeutas, al examinar transcripciones de sesiones, no pudo diferenciar de manera fiable entre las transcripciones de interacciones humanas y de

|  |  |
| --- | --- |
| interacciones con chatbots sociales, acertando apenas un 53,9% de las veces.24 | En |
| este mismo estudio, los terapeutas valoraron en promedio las conversaciones entre |
| humanos e IA como conversaciones “de mayor calidad”. La experiencia profesional de |
| los terapeutas no estuvo asociada a una mejor capacidad de identificación, aunque sí |
| quienes tenían experiencia previa con chatbots pudieron identificar mejor si el diálogo |
| era entre dos humanos o un humano y una IA. Este tipo de resultados apoyan, de |
| forma preliminar, el desarrollo de chatbots para brindar ayuda inicial en casos leves o |
| moderados, identificar factores de riesgo y prever posibles crisis de salud mental.25 |  |

C.

|  |
| --- |
| Uso de la Inteligencia Artificial en la formación de profesionales. La IA tiene el potencial |
| de mejorar muchos de los métodos utilizados en la formación de profesionales de la |
| salud mental. Por ejemplo, en la actualidad, estudiantes y jóvenes profesionales apren- |
| den a partir del análisis de casos clínicos, el trabajo con pacientes simulados o de |
| observar o supervisar con profesional con mayor experiencia. Sin embargo, la IA podría |
| ampliar significativamente su exposición a una mayor diversidad de escenarios clínicos |
| y perfiles de pacientes, enriqueciendo su proceso de aprendizaje. |  |

Algunos ejemplos:

|  |
| --- |
| 1. Evaluación de intervenciones terapéuticas: algunas plataformas basadas en IA están |
|  | diseñadas para analizar la calidad de las intervenciones terapéuticas. Por ejemplo, pue- |
| den analizar las características de las sesiones de terapia (como las técnicas utilizadas |
| o el nivel de participación del paciente) y ofrecer retroalimentación sobre la adherencia |
| a enfoques basados en la evidencia, lo cual podría resultar sumamente útil para entre- |
| nar a psicólogos menos | experimentados y mejorar su práctica clínica. 26, 27 |
| 2. Simulaciones: la IA puede ser utilizada en simulaciones para ofrecer a los profesionales |
|  | una experiencia práctica en situaciones clínicas.28 | Estas simulaciones pueden ayudarles |

a mejorar sus habilidades en la toma de decisiones y la intervención terapéutica, es- pecialmente en situaciones complejas.

## Desafíos en salud mental digital

A pesar de las numerosas oportunidades que ofrece la tecnología en el ámbito de la

salud mental, existen numerosos desafíos que deben considerarse para garantizar no sólo la

eficacia y acceso equitativo, sino especialmente la seguridad y privacidad de los pacientes.

|  |
| --- |
| * Validación de eficacia: la falta de validación científica rigurosa de muchas herra-
 |
|  | mientas de salud mental digital puede llevar a su uso inapropiado, poco efectivo o |
| incluso iatrogénico. Es fundamental que las tecnologías sean evaluadas de forma |
| continua para garantizar su impacto positivo y seguridad en los pacientes, y que |
| existan regulaciones sobre su desarrollo y uso y guías para los profesionales para |
| poder discernir el uso adecuado de cada herramienta. |  |
| * Privacidad y seguridad: la recopilación, almacenamiento y uso de datos personales
 |
|  | y sensibles, especialmente en el contexto de la salud mental, plantea serios riesgos |
| en términos de privacidad y seguridad. La protección de la información sensible |
| debe ser una prioridad, con la importancia de desarrollo y cumplimiento de norma- |
| tivas regionales para asegurar la confidencialidad de los datos de los pacientes. |  |
| * Desinformación en línea: el acceso masivo a la información de manera online puede
 |
|  | llevar a la proliferación de contenido erróneo o engañoso sobre salud mental. Las |
| personas pueden estar expuestas a recomendaciones sin rigor clínico o no basado |
| en evidencia científica. |  |
| * Riesgos de auto-diagnóstico erróneo: las herramientas digitales, como los cuestio-
 |
|  | narios o test psicológicos disponibles en apps de salud mental, pueden alentar a los |
| usuarios a auto-diagnosticarse, tanto por el acceso a evaluaciones sin rigurosidad |
| clínica o bien por instar al uso de baterías que no han sido creadas para ser auto- |
| administradas sino utilizadas en un marco asistencial. El auto-diagnóstico puede |
| llevar a malentendidos sobre la condición de salud, generando malestar o confusión |

en el paciente y su familia o incluso retrasar la intervención profesional adecuada.

* + Resistencia al cambio: muchos profesionales de la salud mental pueden mostrar resistencia a la incorporación de herramientas digitales en sus prácticas clínicas. En este punto es importante poder considerar si estas resistencias se deben a un po-

sicionamiento del propio profesional argumentado en su experiencia, práctica, po- sicionamiento teórico o bien por preconceptos o falta de conocimiento de que son, qué implican y qué evidencia tienen algunas herramientas digitales.

|  |
| --- |
| * Sesgos en la IA: es importante señalar que la precisión de estos modelos depende
 |
|  | en gran medida de la calidad de los datos con los que fueron entrenados, lo que |
| puede introducir sesgos al considerar en su aplicación en entornos clínicos distintos |
| a aquellos en los que fue entrenado. La protección de la privacidad de los datos |
| sensibles y la posible aparición de sesgos (derivados de la calidad y representativi- |
| dad de los datos de entrenamiento) son aspectos críticos que deben abordarse. En |
| el contexto pediátrico, estos riesgos se acentúan, por lo que resulta fundamental |
| desarrollar normativas específicas y mecanismos de supervisión robustos para ga- |
| rantizar una implementación segura y equitativa.29 Estos sesgos pueden perpetuar |
| desigualdades en el acceso a la atención o en la efectividad de los tratamientos |
| proporcionados, especialmente si no se ha diseñado una IA inclusiva. Es este punto |
| la regulación de la Inteligencia Artificial en el ámbito de la salud mental, es aún |
| incipiente en la mayoría de los países y regiones, es esencial para evitar que la IA |
| sea mal utilizada, tengan sesgos o no estén alineadas con las mejores prácticas |

clínicas.

## ¿Cómo lograr una implementación efectiva?

|  |  |
| --- | --- |
|  | El uso de herramientas tecnológicas en la práctica asistencial en salud mental presenta, |
| como ya se ha señalado, grandes oportunidades, pero, asimismo, exige que los profesionales |
| posean competencias para un uso adecuado. Más allá de efectivamente adoptar herramientas |
| digitales, es fundamental que los equipos de salud mental cuenten con criterios sólidos para |
| evaluar su efectividad, identificar posibles riesgos y garantizar su uso ético. A continuación, se |
| presentan algunas acciones clave que pueden ayudar a los profesionales a incorporar la tec- |
| nología en su práctica de manera informada y centrada en el paciente. |  |

1. **Capacitación en alfabetización digital**: el conocimiento sobre tecnología en salud mental es esencial para los equipos de salud, permitiendo no sólo la potencial imple- mentación de tecnologías, sino también su evaluación continua y posibles mejoras.

Para que los profesionales sean capaces de aplicar tecnologías que complementen y mejoren su labor clínica, sin preconceptos o resistencias al cambio, tienen que primero

conocerlas, saber qué oportunidades brindan, qué riesgos conllevan y el mejor contexto

para utilizarlas.

|  |
| --- |
| 2. **Co-creación y co-diseño**: la creación de soluciones tecnológicas debe ser un proceso |
|  | colaborativo, donde los usuarios finales (pacientes y profesionales) participen activa- |
| mente en el diseño y desarrollo de las herramientas. Esta co-creación garantiza que |
| las herramientas digitales respondan a las necesidades de los usuarios y por tanto |

mejores indicadores en la adopción y uso.

|  |
| --- |
| 3. **Supervisión y evaluación crítica**: los profesionales deben desarrollar la capacidad |
|  | de supervisar y evaluar críticamente el uso de herramientas digitales en su práctica |
| clínica. Esto implica no sólo medir su efectividad en términos de resultados terapéuti- |
| cos, sino también identificar posibles limitaciones, sesgos o efectos no deseados. Con- |
| tar con guías diseñadas por asociaciones profesionales pueden ser un medio efectivo |
| para esto. Por ejemplo, la Asociación Americana de Psicología ha desarrollado una guía |
| de evaluación para ayudar a los psicólogos a evaluar herramientas tecnológicas en |
| función de las funcionalidades, la evidencia clínica que respalda su uso y el cumpli- |
| miento de normativas de privacidad y seguridad de los datos.30 Este tipo de guías |
| ofrecen a los profesionales un marco estructurado para tomar decisiones informadas |
| sobre qué herramientas digitales podrían ser apropiadas para su práctica clínica y qué |
| tienen que tener en cuenta la momento de evaluar su uso. |  |

## Reflexiones finales

|  |  |
| --- | --- |
|  | El avance en el uso de herramientas digitales en salud mental presenta un horizonte |
| lleno tanto de oportunidades como de desafíos para la práctica clínica. Si bien la tecnología |
| tiene cada vez más un potencial transformador en términos de acceso, diagnóstico, trata- |
| miento e incluso formación de profesionales, también trae consigo una serie de retos que |
| deben ser abordados para garantizar su implementación adecuada, ética y segura. El reto no |

sólo radica en cómo es el desarrollo y uso de estas tecnologías, sino también garantizar que

sean accesibles, efectivas y libres de sesgos. La integración exitosa de las herramientas digi- tales en la práctica clínica tradicional y su aceptación por parte de los profesionales y pacientes

|  |
| --- |
| es clave para que puedan realmente potenciar la atención de salud mental. A su vez, la adop- |
| ción de herramientas digitales genera preguntas respecto a la relación entre pacientes y tera- |
| peutas. ¿Estamos avanzando hacia un modelo de atención híbrido que redefine el rol del pro- |
| fesional de la salud mental? ¿Cómo cambia la percepción del apoyo emocional cuando una |
| parte del proceso es mediada, por ejemplo, por inteligencia artificial? ¿Qué nuevos dilemas |
| éticos y desafíos clínicos trae aparejado el uso de tecnología en la práctica clínica? |  |
|  | A su vez, es importante destacar la responsabilidad compartida en la implementación |
| de la tecnología. No sólo los desarrolladores tecnológicos deben garantizar la calidad y segu- |
| ridad de las herramientas digitales, sino que los profesionales de la salud mental también |
| deben tener un papel activo en evaluar, adaptar e integrar estas soluciones en su práctica. La |
| tecnología por sí sola no resolverá los desafíos del sector; su impacto dependerá de un diseño |
| ético y adecuado a las necesidades de la población, una implementación responsable y de la |
| formación adecuada de los profesionales. En definitiva, la salud mental digital, si se desarrolla |
| de manera ética, segura y centrada en las personas, puede ser una poderosa herramienta |
| para mejorar la atención de salud mental, ofreciendo un apoyo valioso a los profesionales y |
| pacientes. Para ello, es fundamental una colaboración constante entre los desarrolladores de |
| tecnología, los profesionales de la salud y los pacientes, buscando siempre el mejor uso posible |
| de la tecnología para enfrentar los desafíos contemporáneos de salud mental. Por otro lado, |
| es importante destacar que las implicancias éticas en salud mental digital no son estáticas, |
| sino que deberán “actualizarse” continuamente conforme sigan avanzando los avances tecno- |
| lógicos, que emergen nuevos riesgos y oportunidades. La regulación, la privacidad, los sesgos |
| y la humanización del cuidado son temas en constante cambio, por lo que es esencial un |
| enfoque de ética dinámica, con la participación activa de profesionales, pacientes y regulado- |
| res. |  |
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